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In previous columns I discussed the properties of the VaR (the best known, but poor, risk measure) and the more recent (and more useful) coherent risk measures, such as the expected tail loss (ETL) and spectral risk measures. Both of these have the attraction of being subadditive (unlike the VaR), and spectral risk measures also consider the user’s risk aversion: the more risk averse the user, the higher the resulting risk measure.
 
In this column I address how to estimate these risk measures. To illustrate the basic principles with minimal programming jargon, we’ll use Excel. Suppose we have 1,000 historical daily loss observations on a hypothetical portfolio: positive observations correspond to losses and negative observations correspond to profits. Assume historical observations for convenience, although they might equally well be quantiles obtained from a parametric (e.g., normal) distribution or generated by Monte Carlo simulation. 
 
To estimate the daily VaR at, say, the 99 percent confidence level, we can use Excel’s Large command, which gives the kth largest value in an array. Thus, if our data are an array called “losses,” we can take the VaR to be the eleventh largest loss out of 1,000. (We choose the eleventh largest loss as our VaR because the confidence level implies that one percent of losses – 10 losses – should exceed the VaR.) The estimated VaR is given by the Excel command “=Large(losses,11)”. 
 
There is also a more transparent but slightly longer alternative. Open an Excel workbook and enter the observation numbers k = 1, 2, 3, …, 1000 down the first column. In the second column, enter the command “=1-(k-1)/1000” to get their cumulative probabilities (see Table 1 below). In the third column, enter the losses data ordered from the highest loss down. (We can do so by copying the data into a separate column, pressing the Sort Descending button, and then copying the sorted data across to the third column.) To find the VaR, scan the second (cumulative probability) column. The VaR is the loss corresponding to a cumulative probability value of 0.99, in this case 2.2772, which is the eleventh highest loss in our data set. As Table 1 shows, the calculations are straightforward and errors are easily detectable.
 

 
To estimate ETL, start with the same workbook, using the same observation numbers (k), cumulative probabilities and ordered losses. Now add a fourth column for the weights for each loss observation. The calculations are shown in Table 2. Each loss exceeding VaR should have a constant positive weight and the sum of these weights should be 1, and each loss less than or equal to VaR should have zero weight. Given that 10 losses exceed the VaR, the first 10 losses should have weights of 1/10, and the rest should have weights of 0. After inputting these weights, each element of the fifth column should be equal to the product of the corresponding terms from the third and fourth columns. Our estimated risk measure, the estimated ETL, is the sum of the terms in this fifth column: 2.4461. Thus, the estimated ETL is a simple weighted average of the losses exceeding the VaR.
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The procedure for estimating spectral risk measures also involves a weighted average of losses, but the weighting function is a little more sophisticated. Start with the same first three columns. The fourth column now involves a weighting function that is assumed to be the exponential risk aversion function discussed in FEN’s last issue:
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p is the cumulative probability. [image: image18.png]
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  reflects the user’s degree of risk aversion and is equal to 1 divided by the user’s coefficient of absolute risk aversion; therefore, a smaller [image: image26.png]
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  indicates greater (absolute) risk aversion (see Table 3 below). This case has no cutoff point for a zero weight. Instead, each observation has a positive weight but the weights fall as the cumulative probability p gets smaller. As with the ETL, each term in the fifth column is the product of the corresponding loss term in the third column and the corresponding weight term in the fourth column. The estimated risk measure is the sum of the fifth column terms. In this case, with [image: image34.png]
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  (a coefficient of absolute risk aversion of 20), the estimated spectral risk measure is 1.8062. 
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Of course, making the user more risk averse causes the estimated spectral risk measure to rise. For example, change [image: image43.png]
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  to 0.005 (implying a coefficient of absolute risk aversion of 200), and the estimated spectral risk measure is 2.7161, which exceeds the estimated ETL.
 
These calculations are a little crude and ignore a number of potentially important complications, such as how to obtain good estimates of initial losses and whether we can refine numerical integration methods to get better risk measure estimates. However, there is a natural limit to the precision we can obtain from any given data set, and it is much better to have a crude estimate and know it is a crude estimate than to have a better estimate that is not as precise as we believe. A good risk manager is acutely aware how fragile any estimate might be. 
 
Assessing the precision of estimated risk measures
 
The fact is that however good our estimation procedures might be, estimates can still be wrong by a considerable margin. And if a risk measure is very imprecisely estimated, then the estimate is virtually worthless because its imprecision implies that the true value could be almost anything. Hence, a fundamental principle of good risk measurement is to supplement any estimated risk measures with some indicator of their precision. 
 
There are various ways to do this, but one approach is to estimate a confidence interval using a bootstrap. This involves sampling with replacement from the original sample of loss observations. To illustrate, create a new workbook whose first worksheet has columns for the k and corresponding loss observations: k = 1 corresponds to the highest loss, k = 2 to the second highest loss, etc. Then copy our earlier worksheet (as illustrated by Table 1 for the VaR, Table 2 for the ETL, and Table 3 for the spectral risk measure) into the new workbook. To sample with replacement from our original data, replace each k value with a random uniform number that can take any discrete value from 1 to 1000 with equal probability. The k column is replaced by a column of these random numbers, and the original loss observations are replaced by the loss observations corresponding to the new k-values. For example, if the first random k value is 299, then the original first loss value, the highest loss, is replaced with the 299th highest loss (found using Excel’s Lookup function). If the second random value of k is 705, then the next loss is replaced with the 705th highest loss, and so forth. Our original loss observations are thus replaced with a new set of loss observations which are drawn from, but also typically different from, the original sample (because some observations would be drawn more than once, and others are never drawn). This second sample of losses is known as a resample. We now calculate the estimated risk measure (the VaR, ETL, etc.) for the resample, which would typically be different from the original sample estimate. Having done the exercise once, we then repeat it a large number of times until we obtain a large number of resample estimates of our risk measure. 
 
These estimates then give us our confidence interval. For instance, if we have m resample estimates and want the 90 percent confidence interval for our risk measure, then the lower bound of our confidence interval is equal to the m*0.05th lowest resample estimate and the upper bound is the m*0.95th lowest resample estimate. Hence, if our resample estimates are named “resample_estimates,” the lower bound of the interval is given by the Excel command “=Large(resample_estimates,m*0.05)” and the upper bound by “=Large(resample_estimates,m*0.95)”. 
 
In practice, we might automate some of these steps to reduce the repetitive work involved. For example, we can use the Large command to avoid manually sorting each resample from highest to lowest. We can also simplify and speed up the calculations by preprogramming the random numbers by generating a single m-row, 1,000-column matrix, each column of which provides the k-values for each resample. We then set up each resample exercise on a separate sheet and call the relevant column of resample k-values from this preprepared matrix.  
 
Spreadsheets are good for illustrating and checking basic calculations, but repetitive tasks are better handled by a suitable programming language. This requires a programming strategy, but the strategy required is very simple. First write a function that estimates our risk measure based on any given sample. Next, write a second function to generate a bootstrap resample from the original sample and call the first function to give a resample estimate of the risk measure based on the resample sample. Then write a third function to call the second function repeatedly, collect the resample estimates of our risk measure, and then calculate the confidence interval from these sorted resample estimates. Some illustrative results for the three risk measures’ confidence intervals are shown in Table 4.
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Download the Excel Spreadsheet with these charts: CLICK HERE 
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